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Abstract‐: Now a day’s Cloud computing is a most attractive 
computing model of internet technology, which provides 
resources on-demand as per use and pay basics. Cloud 
services providers charge for the resource use. So it is 
important to distribute resources in an efficient way for on 
demand application of the clients. For resource allocation 
different parameters are consider like CPU, Main memory, 
Storage area, Bandwidth, I/O devices et al. By considering 
these parameters many researchers have proposed different 
resource allocation algorithm for resource allocation in cloud 
computing environment. Among these algorithms or policies 
Dynamic Distributed Allocation Policy (DDAP 1 and DDAP2) 
is the simplest resource allocation algorithm that is used for 
CPU allocation. In this work we have studied both DDAP1 
and DDAP2 by considering memory as one of the parameter. 
Basically DDAP2 is not providing a better allocation for 
memory. We modified some of the policies of DDAP2 for 
memory allocation, which gives better allocation of memory in 
cloud computing environment. The memory allocation is 
improved using DDAP2 by adapting a new policy based on 
CPU allocation using DDAP2.  

Keywords‐: Pay and Use , resource allocation, DDAP2, on 
demand, VM, cost. 

I.  INTRODUCTION 
 Now a days cloud computing is so popular 

because of its several common properties like elasticity and 
scalability, multi-tenancy, self-managed function 
capabilities, service billing and metering functions, 
connectivity interfaces. It has become a challenging 
technology area, and most of the experts expect that cloud 
computing will remodel information technology in such a 
way that an user can fulfill all its demands. Each physical 
machine has its own resources with fixed amount like CPU, 
Main memory, storage area, I/O and bandwidth. When a 
request is send by the user to the datacenter. The virtual 
machine (VM) will be created according to the request at 
the physical machine. Due to these platforms the cloud 
computing technology includes more cost savings, high 
availability of resource, and easy scalability for user 
demands. 

According to Hurwitz [1] cloud computing is most 
popular technology which provides a cost effective model 
and flexible means through which scalable computing 
power and diverse services (computer hardware and 
software resources, networks and computing 
infrastructures), diverse application services, business 
processes to personal intelligence and collaboration are 
delivered as services to large-scale global users whenever 

and wherever they need. For this platform a sole 
technology is not enough rather mixture of technologies 
existing before, like: grid computing, utility computing, 
virtualization or autonomic computing [2]. The main 
challenge is creation of number of virtual machine in a 
physical machine to process the user request. The user is 
unknown about the physical machine. The user request 
which is called lease consists of different parameters like 
CPU Time, Main memory, Storage area. To schedule 
resources different models and algorithms are proposed. 
Basically the resource allocation is done in terms of leases. 
Virtualization is the one of important technology that 
enables virtualization of resources such as storage, 
processing and network bandwidth. It also describes on-
demand Internet applications running as services on that 
infrastructure. It supports large scale user accesses at 
distributed locations over the Internet, offers on-demand 
application services at anytime, and provides both virtual 
and/or physical appliances for customers. 

In cloud computing elasticity is the major 
characteristics .Which has the ability to create a variable 
number of virtual machine instances depending on the 
applications on demands [3,4].In cloud computing the 
application that are provided to the user according to the 
user’s demand is called  Software-as-a-Service (SaaS). 
Basically this type of service providers are called SaaS 
providers have the ability to dynamically increase and 
decrease. This ability is based on use and pay basics of 
resources whenever an user need. It is an attractive 
capability which should be done correctly in time by which 
a cost effective and less expensive as compared to regular 
traditional hosting [3]. 

Most of the time it is too difficult for cloud 
providers to successfully execute all the users’ requests 
which come to them in a instant due to lack of resource or 
scheduling of resource. As reported in [5] resource 
allocation model is categories into three ways. 
 Effort with a focus on Data Center processing 

Resources. 
 Efforts with a focus on Data center Network 

Resources. 
 Efforts with a focus on Energy Efficient Data 

Center Resource Allocation. 

In this paper we are considering on the Datacenter 
processing resources. In a datacenter resources can be 
allocated as static allocation or dynamic allocation. In case 
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of static allocation the resources are allocated before 
submitting the application to the cloud. The user takes an 
agreement maximum utilization of resource from the cloud 
service provider. In this case the resource allocation does 
not depend upon the resource required for the application. 
So maximum number of resources cannot be utilized 
properly. Basically cloud providers follow “Just-in-time” 
scalability (Dynamic allocation) which is a very 
challenging concept in cloud computing .The basic idea is 
releasing and acquiring resources dynamically only when 
necessary. In traditional approach scaling of the 
applications are based on the number of users. So there is a 
need of a true elastic architecture to charge SaaS providers 
the actual resource usage in “just in time” [6]. 

 
To achieve “just in time” in cloud computing 

environment a cost effective resource allocation policy is 
required. Resource in cloud computing does not mean only 
the CPU. Memory, bandwidth, storage area and I/O devices 
are also in consideration.  In this paper the CPU and 
memory is allocated to the VMs according to their 
demands. DDAP1 and DDAP2 are basically better for CPU 
allocation. Instead of proposing another algorithm for 
memory allocation, we tried to change the policy of 
DDAP2 for memory allocation by which it can allocate 
both CPU and memory in cloud computing. The paper 
allocates memory using DDAP2 by adding new policy to it, 
which provides better memory allocation. The CPU 
allocation using DDAP2 is used for the memory allocation, 
means that CPU allocation is done by DDAP2 [7], then by 
looking the CPU allocation DDAP2 policy is changed for 
better memory allocation. Here we are considering the 
SaaS model of cloud computing. 

 
The rest of the paper is organized as follows: In 

Section II, the related works has been presented in the area 
of resource allocation in cloud computing. The CPU and 
memory allocation using DDAP1 and DDPA2 along with 
some new policy is described for DDAP2 in Section III. In 
section IV the result is analyzed which specifies that by 
changing some policy with DDAP2 we can achieve better 
memory allocation. However the conclusion and 
possibilities of the future works are illustrated in Section V. 

 
II. RELATED WORK 

A virtual machine is a software computer that, like 
a physical computer, runs an operating system and 
applications. The virtual machine is comprised of a set of 
specification and configuration files and is backed by the 
physical resources of a host. Every virtual machine has 
virtual devices that provide the same functionality as 
physical hardware, and have additional benefits in terms of 
portability, manageability and security. Virtual machines 
are the key component in a virtual infrastructure. Every 
virtual machine has CPU, memory and disk as resources. A 
virtual machine is associated to a particular datacenter, 
host, cluster, or resource pool. Basically in cloud 
computing the virtual machines are associated with 
datacenter.  

 
Figure 1: VMs Created in Physical Machines 

 
In Fig 1 number of virtual machines can be 

deployed to the datacenters. Every virtual machine has 
virtual devices that provide the same function as physical 
hardware. When a virtual machine is no longer needed, it 
can be removed from the datacenters, like wise whenever it 
is required it can be created. It is very important task to 
allocate resources to the virtual machine. Number of 
research papers has been published for resource allocation 
for cloud environment within last few years. 

 
Current cloud virtualization mechanisms do not 

provide cost-effective pay-per-use model for Software-as-
a- Service (SaaS) applications [8]. Recently a market 
oriented resource allocation scheme which is integrated 
along with both customer-driven service management and 
computational risk management to sustain service level 
agreement (SLA) is proposed by Rajkumar Buyya et al.[9]. 
Fang Y et al. [10] proposed a two-level task-scheduling 
mechanism which is based on load balancing of resources. 
Users’ applications are assigned to VMs in the first-level 
scheduling by creating a task description for each VM. 
Then, by applying certain rules proper host resources are 
allocated to VMs in the second level. However, this 
scheduling algorithm quite complex due to the presence of 
two levels of scheduling. It is a big challenge for efficient 
resource scheduling algorithm design and implementation 
(since general scheduling problem is NP complete) [11]. 

 
A net work aware resource allocation in 

distributed clouds is proposed [12].The authors minimized 
the maximum distance, or latency, between the selected 
data centers. Where the user has large task and it needs 
more than one virtual machine. Haizea also provides a 
better advanced reservation and deadline sensitive type of 
leases. Capacity leasing in cloud systems using the open 
nebula engine is discussed in [13]. In [14] more on resource 
leasing and the art of suspending virtual machines is briefly 
discussed. Sotomayor also discussed combining batch 
execution and leasing using virtual machines [15].Basically 
a virtual machine consists of  CPU, memory and disk space 
as resources. CPU virtualization gives importance on 
performance and runs directly on the virtual machine 
processor. These physical resources are used when 
possible. The virtualization layer in cloud computing runs 
only when the instructions are required to make virtual 
machines operate .We can add or configure different virtual 
machine properties at the time of virtual machine creation 
in a physical machine. 
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Virtual environments can vastly improve resource 
utilization, but optimizing that utilization will require 
careful management of VM resources using capable tools 
that can help administrators watch demands, spot trends 
over time and allocate new resources with minimal 
disruption to each workload. Virtual machine monitors 
(VMMs) like Xen provide a mechanism for mapping 
virtual machines (VMs) to physical resources [16]. VM live 
migration technology makes it possible to change the 
mapping between VMs and PMs while applications are 
running [17]. 

 
The challenges of SaaS applications for 

application vendors and providers are discussed, taking into 
account the need for customization of SaaS applications 
[18]. Basically in cloud computing tenant based resource 
allocation method is used. That solution was introduced 
and tested with regard to CPU and memory utilization [19]. 
Li et.al[20] proposed a  non-preemptive priority M/G/1 
queuing model for task-scheduling for on demand users in 
cloud  computing. The tasks are scheduled only by their 
execution time. In this paper we allocate the resource both 
CPU and memory using DDAP2 [7] to the VMs, according 
to their demands. A tenant is a customer that uses or 
provides a SaaS application. For scalability cloud 
computing provider offers one application to the multiple 
tenants, so SaaS application must be multitenant aware 
[21].In this paper we focused on CPU and memory 
allocation using DDAP1 and DDAP2. DDAP2 is very 
simple method for CPU allocation by using the share 
ration. By applying share ration concept in DDAP2 for 
memory allocation it is not providing proper memory 
allocation. The result is discussed in section-IV by the 
graph. Whenever we changed the policy of DDAP2 a better 
memory allocation is found out. 

 
III. DYNAMIC DISTRIBUTED ALLOCATION POLICY 

(DDAP) 
The concept of resource allocation to VM is very 

challenging one in cloud computing. In cloud computing 
resources allocated to each VM must be tailored to the 
demands of each workload. It is more challenging to find 
such a concept whose goal to "right size" the computing 
resources allocated to each individual VM. So that each 
VM has enough resources to handle peak resource demands 
while still sustaining an acceptable level of performance. 

In cloud computing hypervisor allocates resources 
automatically when a virtual machine (VM) starts up, the 
allocation process is rarely tailored for the individual 
workload. During resource allocation two situations occurs 
like “under allocated” and “over allocating”. When 
resources are under-allocated, the workload will run poorly. 
In case of over allocating resources doesn't harm the VM, 
but it can waste the very computing resources that you're 
trying to optimize. For cloud computing, service provider 
always prefers over-allocated resources for the VM due to 
increasing demand of cloud computing. The unused 
resources can be used by other VMs by using different 
allocation mechanism. 

In [7] the author analyzed Static Allocation Policy 
(SAP), Dynamic Distributed Allocation Policy 1 (DDAP1) 
and Dynamic Distributed Allocation Policy 2. In DDAP1 
sharing policy is used whereas in DDAP2 unmet demands 
are used for resource allocation. In both the policies the 
authors had discussed only for the CPU utilization. In this 
study memory allocation is based on CPU utilization using 
DDAP2. In the first phase on demand CPU is allocated, 
then according to the allocated CPU, memory will be 
allocated in second phase. The study of DDAP2 is 
organized as 1-:DDAP2 for CPU allocation, 2-:DDAP2 for 
memory allocation and finally DDAP2 with changed policy 
for memory allocation. 
 3.1: DDAP1 for CPU Allocation 

Before discussing DDAP1 let us discuss 
SAP(Static allocation Policy) which is rearly used in cloud 
computing.The noatations used in the SAP are as:ρ for 
capacity per share, S for share, and C for total capacity.The 
allocation algorithm of SAP is as below. 

SAP Algorithm: 
 
Step 1:for i=1 to n 
 Read VM(i) and S(i) 
Step 2:Calculate 
 ρ = C / ∑S(i) 
Step 3:for i=1 to n allocate each VM as. 
 A(i)=ρ * S(i) 
 

This algorithm is independent of each VMs 
demand value. So there may be chance of getting high 
share value to a VM having low demand value.To solve 
this type of problem dynamic distributed allocation 
policy(DDAP1 and DDAP2) is used.In DDAP1 for each 
VM demand is an upper bound limit for the allocation of 
the capacity. 

DDAP1 Algorithm: 
Step 1:Repeat the following steps for each VM if  

C <= ∑ d(i) where d for demand value of  
each VM. 

Step 2: for i=1 to n 
Allocate to each VM by considering capacity per 
share parameter ρ* such that: 
A(i)=min{ d(i), ρ*  * S(i) } 
 and 
∑A(i)=C 

DDAP2 Algorithm: 
Here each VM(i) contain two parameters for its 

allocation as: 
λ (i) = Lower bound allocation 
μ (i)= Upper bound allocation 
Step 1: for i=1 to n 

Allocate each VM with its lower bound allocation 
λ (i). 

Step 2:Claculate unmeet need of VM(i) 
 δ(i)=Є / (μ (i)- λ (i)) 

Є→Remaining capacity calculated as 
 Є=C-∑λ(i) 
Step 3:for each i=1 to n  

do 
A(i)=λ(i)+ ((δ(i)/ ∑δ(j)) * Є) 
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Let take a example where a physical system has 
10 GHz of CPU, and with 12GB of memory (RAM). There 
are 4 number of virtual machines deployed in it having 
different demands as shown in table 1. Here the CPU and 
share data is taken from [7] for better understanding. 

 
VM parameters VM1 VM2 VM3 VM4 

CPU in GHz 1 8 1 3 

Share 400 400 100 100 

Memory in GB 3 7 2 3 

TABLE 1: ON DEMAND RESOURCE OF 4 VMS. 

 
So the demanded CPU utilization is 1+8+1+3=13. 

But the physical system has CPU with maximum 10GHz. 
In case of cloud computing we can’t ignore the demand of 
the VM according to client’s requirements. It can be easily 
solved by DDAP2. According to DDAP2 allocate the CPU 
with respect to the share of the VMs. Means that if on 
demand CPU is less than the share of the VM, allocate the 
CPU completely. If the demanded CPU of a VM is greater 
than the share, allocate the CPU according to the share 
value. Consider the VM1 and VM2 from the table-1.The 
VM1 has share of 400 and the demanded CPU is 1GHz. So 
according to the share value VM1 demands less CPU 
utilization. According to DDAP2 1GHz is allocated to 
VM1 out of 10GHZ CPU from physical machine. For VM2 
the share is 400 and demand is 8 GHz. Here the demanded 
CPU is more than the share ratio. So we can assign 4GHz 
according to the share ratio of VM2.The CPU allocation for 
rest of the VMs is shown in the Table 2. 

 

TABLE 2: ALLOCATION OF CPU USING DDAP2. 
 

Likewise for VM3 we can assign 1GHz where the 
share is 100. VM4 demands for 3GHz but having share 
value as 100. So 1GHz is allocated to it. So the total 
allocation is 1+4+1+1=7GHz of CPU out of 10 GHZ from 
the physical machine. The amount of wastage of CPU 
which is unallocated is 10-7=3GHz.The rest of the demand 
CPU for the VMs is 8-4=4 for VM2 and 3-1=2 for VM4.So 
to fulfill all the demand of the VMs we need 4+2=6 GHz. 
But we have only 3GHz as unused.  So out of 3GHz VM2 
and Vm4 takes 2GHz and 1GHz respectively as shown in 
the Table 2. Here the percentages of the allocated CPU 
with respect to the demands of the VMs are calculated. 
These values will be used for memory allocation in section 
3.2. 

 
3.2: DDAP2 for Memory Allocation 

Let us apply DDAP2 for the memory allocation as 
like CPU allocation. The physical system has 12 GB 
memory and the demands of the memory by the different 

VMs are shown in Table 1. The allocated demanded 
memory for the VMs is calculated in similar fashion that is 
used for CPU allocation in section 3.1. So the memory 
allocated using DDAP2 is shown in Table 3. This 
allocation of the memory can be improved for better 
memory allocation using DDAP2. Further our discussion is 
how DDAP2 can give a better memory allocation. 

 
VM 

parameters 
VM1 VM2 VM3 VM4 

Memory in GB 3 7 2 3 

Share 400 400 100 100 

Allocated 
Memory in GB 

3 4+1.5=5.5 1+0.5=1.5 1+1=2 

Allocation 
with % 

100% 78.57% 75% 66.67% 

TABLE 3: ALLOCATION OF MEMORY USING DDAP2 
 

In cloud computing the memory should be 
allocated in such a way that it can meet all the requirements 
of the client. The cloud providers should provide the 
memory allocation mechanism in an efficient way to full 
fill the demand as far as possible. In the Table 3 we have 
calculated the percentage of memory allocation with 
respect to the demand of memory of all VMs. Some of the 
VMs get 100% according to the demand (VM1) and some 
of have less percentage of their demand (VM2=78.57%, 
VM3=75% and VM4=66.67%). 

To equalize the allocated on demand memory 
allocation we changed DDAP2 with same example. For 
VM2 the demand of the memory is 7 GB but 5.5 GB are 
allocated. For VM1 both CPU and memory allocation is 
100% where as for VM4 it is around 66%. Considering the 
above case we changed the policy for the same problem for 
fair memory allocation. Before allocating the memory CPU 
allocation is consider from the table 2. 

 
DDAP2  Algorithm for memory: 
Here each VM(i) contain two parameters for its 

allocation as: 
λ (i) = Lower bound allocation 
μ (i)= Upper bound allocation 
Step 1: for i=1 to n 

Allocate each VM with its lower bound allocation 
λ (i) and without allocating the VM having 
A(i)==d(i) 

Step 2:Claculate unmeet need of VM(i) 
 δ(i)=Є / (μ (i)- λ (i)) 

Є→Remaining capacity calculated as 
 Є=C-∑λ(i) 

Step 3:for each i=1 to n do 
A(i)=λ(i)+ ((δ(i)/ ∑δ(j)) * Є) 
In the above algorithm we have changed the step 1 

where we are considering the CPU allocation of VM before 
allocating the memory.Considering the share the CPU 
allocation is done for VM1. The share is 400 and the 
demand CPU allocation is 1GHz. According to the DDAP2 
the demanded 1GHz is allocated because the ratio of share 
is greater than the demand of CPU. Similarly 3GB memory 
is allocated to VM1 which did not lead towards a better 
memory allocation. In the changed mechanism we dropped 

VM parameters VM1 VM2 VM3 VM4 

CPU in GHz 1 8 1 3 

Share 400 400 100 100 

Allocated CPU in 
GHz 

1 4+2=6 1 1+1=2 

Allocation with 
% 

100% 75% 100% 66% 
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the memory allocation for VM1, though it has 100% CPU 
allocation. But VM3 is not dropped even if its CPU 
allocation is 100% from Table 2. Because the share ratio is 
1 and the demanded memory allocation is 2GB. So 1GB 
memory is allocated to VM3. Likewise 4GB for VM2, 1GB 
for VM4 and no initial allocation for VM1. The total new 
allocation of Table 3 is shown in table 4.The total initial 
memory allocation is: VM1+VM2+VM3+VM4 which is 
0+4+1+1= 6GB.The total memory is 12GB.So the rest of 
the memory that will be allocated is 12-6=6GB. Out of 
6GB for VM1 the allocation is 2GB, for VM2 the 
allocation is 2GB, for VM3 the allocation is 0.67 and for 
VM4 the allocation is 1.34. The final allocation of the 
memory is shown in the following table.   

 

TABLE 4: MEMORY ALLOCATION USING THE PROPOSED MECHANISM. (THE 

4 DECIMAL VALUES ARE CONSIDERED AFTER DECIMAL POINT) 
 

The percentage of the memory allocation is 
calculated, which is used for the result analysis of the 
memory allocation after changing DDAP2 to VMs 
according to the demands. 

 
IV: RESULT ANALYSIS 

In this section we present the result and analyze the 
memory allocation using DDAP2 and allocation of memory 
after changing the policy of DDAP2.The simulation is done 
by using CLOUDSIM with 4 VMs in windows2007 
platform. In the table 3 when we are allocating the memory 
using DDAP2 VM1 gets 5GB because its share value is 
400. So the amount of memory demanded by VM1 is 
allocated. The allocation percentage of memory for VM1 is 
100%. Where VM2 needs 9GB memory and DDAP2 
allocates only 7GB.So the percentage of memory allocation 
is 72% but both VM1 and VM2 have the same share value 
400 as shown in table 3. For VM4 the percentage of 
memory allocation is 66% which is very less. In table 4 we 
are not allocating the memory to VM1 initially because its 
CPU utilization is 100%. The table 4 shows the allocation 
for VM1 is 69% using our modified DDAP2. Other VMs 
memory allocation percentages are increased which leads 
towards a better memory allocation.  

As compared to DDAP2 our modified mechanism 
allocated memory in a better way which is nearly to the 
demand of the clients and maintains nearly equal allocation 
as shown in the chart in the figure 2. For VM1 the memory 
allocation percentage is reduced to 69% according to 
modified DDAP2. But other 3 VMs have got more memory 
allocation as compared to DDAP2. 

 
Fig 2: Memory allocation chart. 

 

In the table 3 and 4 the percentages of memory 
allocation using DDAP2 and modified DDAP2 is shown in 
different colors for better understanding and analysis. As 
shown in the chart the modified DDAP2 allocates memory 
in a better way as compared to DDAP2. 

 
V: CONCLUSION AND FUTURE WORK 

Resource allocation to VM is not only CPU. There 
is also memory, storage space and bandwidths. DDAP2 is 
better way to allocate CPU among the VMs but not so 
much good for memory allocation. In this paper we are 
allocating the CPU and memory at a time to the VMs. In 
case of memory allocation using DDAP2 we need to 
observe the percentage of CPU utilization by which the 
memory can be allocated in a better way. Table 4 shows 
better memory allocation on the demand of VMs as 
compared to table 3. 

The future work can be carried out for allocation 
of  storage space and bandwidth  along with CPU and 
memory by finding  a  relationship in  between them. By 
studying the relationship a better resource allocation might 
be possible for the VMs. The proposed allocation 
mechanism of the DDAP2 for memory allocation can be 
implemented and observed in cloud computing for VMs. 
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